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We investigate non-verbal communication through expressive body movement and musi-
cal sound, to reveal higher cognitive processes involved in the integration of emotion from
multiple sensory modalities. Participants heard, saw, or both heard and saw recordings of a
Stravinsky solo clarinet piece, performed with three distinct expressive styles: restrained,
standard, and exaggerated intention. Participants used a 5-point Likert scale to rate each
performance on 19 different emotional qualities. The data analysis revealed that variations
in expressive intention had their greatest impact when the performances could be seen;
the ratings from participants who could only hear the performances were the same across
the three expressive styles. Evidence was also found for an interaction effect leading to an
emergent property, intensity of positive emotion, when participants both heard and saw
the musical performances. An exploratory factor analysis revealed orthogonal dimensions
for positive and negative emotions, which may account for the subjective experience that
many listeners report of having multi-valent or complex reactions to music, such as
‘‘bittersweet.’’

� 2010 Elsevier B.V. All rights reserved.
1. Introduction

By investigating the perception of musical performance,
we can explore fundamental processes in human commu-
nication spanning non-verbal music and speech. Extensive
research has examined relations between speech and those
paralinguistic gestures that accompany speech (e.g., facial
expressions, hand gestures, and postures), as well as the ef-
fect of these modalities of human expression on the obser-
ver’s experience (Goldin-Meadow, 2003; McNeill, 2005).
. All rights reserved.
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s).
Like language, music is a complex, natural human behavior
that can be found in all human cultures. With regard to hu-
man evolution, music might predate full spoken language
(Fitch, 2006; Mithen, 2007). Therefore, studying the per-
ception of musicians’ physical gestures, as they relate to
the musical sound, complements research into speech–
gesture relations, and has the potential to reveal general
processes involved in inter-personal communication.

Assuming that music constitutes a form of communica-
tion (Bharucha, Curtis, & Paroo, 2006; Jackendoff & Lerdahl,
2006; Meyer, 1956), audience members and their manner
of observing music must play an essential role. Lasswell’s
(1964) communication theory can be characterized by
the question, ‘‘Who says what, in what channel, to whom,
and with what effect,’’ and is clearly relevant to musical
performance, at least for western concert music. Cross-
cultural factors, such as the listener’s familiarity with the
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music’s tonal system, play an important role as well
(Balkwill & Thompson, 1999). The question of what per-
ceptual channel emotions in music pass through, from
performer to listener, remains unresolved. Musical emo-
tion may be derived solely from the sounds of a musical
work, and may be mediated by schematic expectations
and knowledge of musical forms (Davies, 1994; Lerdahl,
2001; Levinson, 1980). On the other hand, the physical ges-
tures of musicians may also contribute to the transduction
of musical emotion, by means of the visual modality in
addition to the sound (Lopes & Bergeron, 2009; Vines,
Krumhansl, Wanderley, & Levitin, 2006); indeed, the pia-
nist Glenn Gould’s body movements changed as a function
of whether or not an audience was present (Delalande,
1988). Even when the performer cannot be seen, the lis-
tener’s brain may process music in terms of the body
movements from which the sounds originate (Galati
et al., 2008; Gazzola, Aziz-Zadeh, & Keysers, 2006; Hauk,
Shtyrov, & Pulvermuller, 2006).

The influence of visual information on auditory percep-
tion is well established (McGurk & MacDonald, 1976), and
even tactile input has been shown to influence speech
perception (Gick & Derrick, 2009). Such cross-modal dem-
onstrations are typically restricted to the perception of
low-level information, such as phonemes. Recently, how-
ever, studies have begun to show the influence of visual
information on emotional perception and cognition of audi-
tory events in music (Chapados & Levitin, 2008; Davidson,
1993, 1994; Vines et al., 2006). Gabrielsson (2001) further
suggests that the experience of emotion in music involves
an interaction between musical, personal, and situational
factors. That is, musical emotion results from the relation
between the sounds of the music and factors that are obser-
ver-specific, such as the observer’s state of attentiveness,
and whether or not the performer can be seen.

The specific content that music conveys also remains a
conundrum. Music, like language, embodies a coherent
structure, the meaning of which unfolds over time with
constituent elements arranged hierarchically (Cooper &
Meyer, 1960; Krumhansl, 1990; Lerdahl & Jackendoff,
1983; Levitin & Menon, 2003, 2005; Patel, 2003). However,
whereas spoken language generally refers to specific ob-
jects, events, or ideas, music represents the abstract
dynamics of emotional life without indexing specific refer-
ents in the world (Brown, 2000; Cross, 2003). Evidence
does suggest that instrumental music can activate seman-
tic–linguistic networks in the brain. For example, the
sound of very high violin notes primes the word needle
(Koelsch et al., 2004). Many people around the world in-
vest significant resources in listening to, learning about
and performing music – in North America, people spend
more money on music than on prescription drugs or sex
(Huron, 2001). Perhaps this is because music can activate
deep neural structures associated with reward, pleasure
and the mediation of dopaminergic levels (Blood & Zatorre,
2001; Menon & Levitin, 2005), can elicit emotions that are
as vivid and intense as ‘‘real-world’’ emotions associated
with life events (Gabrielsson & Lindström, 2003), and can
initiate such experiences in less than 1 s (Bigand, Vieillard,
Madurell, Marozeau, & Dacquet, 2005). The vividness and
intensity of emotions elicited by music may result from
an interaction between the perception of musical events,
and expectations about the music based upon general prin-
ciples of perceptual organization and cultural influences
(Krumhansl, 2002). But what is the structure of musi-
cally-induced emotions, and is it similar to or different
from the structure of real-world emotions?
1.1. Relevant emotion research

An issue in the study of emotion that is particularly rel-
evant to the structure of musically-induced emotions in-
volves the relation between positive and negative
valence. Those who support the dimension approach for
characterizing emotions assume that emotions do not have
distinct prototypes, but differ from one another along a set
of dimensions. A central question within the dimension lit-
erature concerns how positive and negative valence are re-
lated. Arousal–valence theory and evaluative-space theory
encapsulate the two principal perspectives on this issue.

1.2. Arousal–valence theory

The arousal–valence theory or circumplex model, devel-
oped by (Russell, 1979, 1980, 2003; Russell & Carroll, 1999),
treats all emotions as if they fall into a two-dimensional
representation involving valence (positive to negative)
and arousal (very awake to asleep). Within the arousal–
valence framework, appetitive (positive valence) and aver-
sive (negative valence) experiences occur at opposite ends
of the same bi-polar dimension and are, therefore, mutu-
ally exclusive (e.g., the experience of positive affect negates
the experience of negative affect). Several studies support
the arousal–valence model (Faith & Thayer, 2001; Green,
Goldman, & Salovey, 1993; Green & Salovey, 1999), which
can account for emotional responses to a variety of stimuli.
For example, Schubert (1999, 2004) employed the arousal–
valence model to study real-time emotional responses to
musical stimuli.

1.3. Evaluative-space theory

Another model, based upon the evaluative-space theory
(Cacioppo & Berntson, 1994; Cacioppo, Gardner, & Berntson,
1997), can represent multi-valent emotional states. Positive
valence and negative valence occupy separate, orthogonal
dimensions in the model. Larsen, McGraw, and Cacioppo
(2001) found evidence supporting this model under atypi-
cal circumstances involving complex social influences. For
example, while student participants were moving out from
their dorms for summer vacation, graduating from a univer-
sity, or viewing an emotional film, there was a much higher
incidence of multi-valent emotional states in which both
positive and negative experiences coexisted. Additionally,
Larsen, Norris, and Cacioppo (2004) identified emotional
reactions to issues of social importance that involved mul-
ti-valent emotions, with both positive and negative aspects
occurring at once (e.g., a person’s emotional response to the
question of whether there should be capital punishment).
Other research groups have also found evidence for orthog-
onal dimensions of positive and negative valence (Watson &
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Tellegen, 1985), and Hunter, Schellenberg, and Schimmack
(2008) found that music in particular could evoke mixed
happy and sad emotional responses, as well as mixed pleas-
ant and unpleasant responses.

These models may prove useful in determining the
structure of musically-induced emotions, and how musi-
cians communicate emotion through their performances.

1.4. Expression of emotion in music

Musicians use a mixture of auditory cues, body move-
ments, and practice methods in their efforts to communi-
cate emotion through musical performance (Gabrielsson,
1999). Important auditory cues include tempo changes
(e.g., accelerando, decelerando), loudness dynamics, vibra-
to, and note asynchrony (which is especially relevant for
piano performance; Repp, 1996). Although musicians’ body
movements are generally unintended (Wanderley, 2002) –
as are paralinguistic movements that accompany speech
(McNeill, 1992, 1999) – such movements in general do
convey information about performers’ mental states,
including their expressive intentions and emotions
(Davidson, 1993; Dittrich, Troscianko, Lea, & Morgan,
1996; Hatfield, Cacioppo, & Rapson, 1994; Runeson &
Frykholm, 1983). Musicians’ body movements, such as
head, eyebrow, and postural adjustments, significantly
reinforce, anticipate, or augment the content in sound at
structurally important points in the performance (Vines,
Nuzzo, & Levitin, 2005; Vines et al., 2006), and can influ-
ence perceived dissonance and valence in the music
(Thompson, Graham, & Russo, 2005). Musicians can sys-
tematically manipulate these various cues to alter the
expressive qualities of their music, including the interpre-
tation of phrasing structure, stylistic modifications, and
emotional content. For example, singers’ facial expressions
can influence the emotion conveyed through sound
(Thompson, Russo, & Quinto, 2008). Even in the absence
of sound, it is possible to identify a performer’s emotional
intentions simply by watching videos of the performance
(Dahl & Friberg, 2007). Musicians’ movements can also
affect the perception of low-level musical properties, such
as timbre, loudness, pitch, and note duration (Schutz,
2008). For example, the movements of a marimba player
can influence the perception of auditory duration for
listeners who view the performance (Broughton, Stevens,
& Malloch, 2009; Schutz & Lipscomb, 2007).

A common pedagogical tool used in musical training to
hone control over emotive expression involves the use of
different performance manners to emphasize particular as-
pects of sound production and communication (Davidson
& Correia, 2002). The restrained manner focuses a musi-
cian’s attention upon technique. The standard manner
emphasizes naturalness. And the exaggerated manner calls
for enhanced musical dynamics and emotion. For the sci-
entist, these three performance manners are useful for
understanding how a performer’s expressive intentions
influence sound and body movement, and through what
sensory modality performers convey their intentions to
audience members.

Davidson (1993, 1994) found that seeing a performance
could open unique pathways of communication between
performer and audience. For these studies, Davidson re-
corded musicians with audio and synchronized video as
they played musical segments using three different levels
of expressiveness. Later, experimental participants saw,
heard or both saw and heard the performances with the vi-
sual aspect presented in point-light form (after Johansson,
1973). The participants judged the expressivity of each
performance on a Likert scale. Results showed that the par-
ticipants were best able to distinguish between the three
levels of intended expressiveness when the performer
could be seen, even if not heard, a trend which held true
for both musician and non-musician observers (Davidson,
1993, 1994). These findings provide preliminary evidence
that the visual aspect of musical performances augments
information in sound by revealing performers’ musical
intentions. However, the question of what emotional qual-
ities are conveyed through seeing and hearing musical per-
formances remains unanswered.

In the present paper, we address the following ques-
tions: through which sensory channels do musical
performers’ expressive intentions affect the observer’s
emotional response, and what is the structure of the expe-
rience of emotion that they communicate? We explored
these questions by investigating the emotional impact of
musical stimuli that varied in terms of the level of expres-
sive intention, and whether participants saw, heard, or
both saw and heard the performances. We sought to pre-
serve ecological validity by using a piece of music in the
standard repertoire by a major composer, and recordings
of live performances as stimuli.
2. Methods

2.1. Participants

Thirty participants from the McGill University commu-
nity were recruited (mean age = 23.7 years, range = 18–30,
SD = 3.1). All reported at least 5 years of musical training
(M = 13.5 years, range = 5–26, SD = 6.2). Previous research
found that musicians and non-musicians tended to make
similar judgments of emotion and segmentation in re-
sponse to a piece of music, and that there tended to be less
variance in the judgments of musicians compared to the
judgments of non-musicians (Deliège & El Ahmade, 1990;
Fredrickson, 2000; Krumhansl, 1996). In pilot testing, we
found that judgments made by non-musicians were simi-
lar to those made by musicians for the task used in this
experiment. This suggests that results based upon the
judgments of musician participants in this study may be
considered representative of non-musicians as well. Partic-
ipants received five Canadian dollars for taking part in the
study.

Participants were randomly assigned to one of three
treatment groups of 10 participants each. The auditory only
(AO) group only heard the performances, the visual
only (VO) group only saw the performances, and the
auditory + visual (AV) group both heard and saw the perfor-
mances. We used a between-subjects design for presenta-
tion condition in order to avoid the possibility of a subject
in the AO condition being able to imagine the movements
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of the musicians while listening, or a subject in the VO con-
dition being able to imagine the sound of the piece while
seeing the performance. This approach decreased the power
of our analysis, but eliminated any potential carry-over
effects due to experiencing the same performances in all
three presentation conditions.
2.2. Stimuli

The stimuli were audio–video recorded performances
by two professional clarinetists. The clarinetists played
Stravinsky’s Second Piece for Clarinet Solo (Revised edition
1993, Chester Music Limited, London) with three different
performance manners: restrained (playing with as little
body movement as possible), standard (naturally, as if pre-
senting to a public audience), and exaggerated (with en-
hanced expressivity). There were six videos in total (two
performers, and three performance manners) ranging in
duration from 68 to 80 s with a mean duration of 73 s,
and a standard deviation of 5 s. These video recordings
were used in previous studies by the authors: Wanderley
(2002) investigated the performers’ movement patterns
using Optotrak recordings; Vines and colleagues (2006)
investigated the contribution of auditory and visual infor-
mation to the real-time perception of phrasing and tension
in the performances.

We prepared the stimuli such that approximately 1 s of
video preceded the onset of the first note, or one second of
silence in the case of the AO stimuli. We created a com-
puter program in the Max programming environment
(Cycling ’74, San Francisco, CA, USA), on a Macintosh G4
(Apple Computer Company, Cupertino, CA, USA) with a
Mitsubishi 20 in. Flat Panel LCD monitor to present
instructions to the participants, to present the stimuli, to
collect data, and to interface with the participants. The
computer program presented the performances in a new
random order for each participant, with digital-video qual-
ity (16-bit Big Endian codec, 720 � 576 pixels), and Na-
tional Television Standards Committee format (NTSC 25
frames per second). The participants in the AO and AV con-
ditions listened to the performances over Sony MDR-P1
headphones, and adjusted the volume to a comfortable le-
vel. For consistency across conditions, we asked partici-
pants in the AO condition to keep their eyes open, and to
look at the black computer screen while they listened to
the performance. Participants in the VO condition also
wore the same headphones during the stimulus presenta-
tion, though there was no sound.
2.3. Task

Following each of the six performances, participants
made Likert-scale ratings for each of 19 words. (There
was no training on the task or prior exposure to the stim-
uli.) Participants made their responses with the computer
mouse by selecting one of five buttons appearing in a hor-
izontal row on the monitor. The buttons were numbered
from 1 (not at all) to 5 (very much), with a left-to-right orien-
tation. Similar 5-point scales have been used in previous
research on emotion (Faith & Thayer, 2001). The words
appeared in a new random order for each performance and
for each participant, along with the following instruction:

Rate how much you yourself experienced the following
sensations during that last performance.

We collected judgments for the following words:
amusement, anger, anxiety, contempt, contentedness, dis-
gust, embarrassment, expressivity, familiarity, fear, happi-
ness, intensity, interest, movement, pleasantness, quality,
relief, sadness, and surprise. We drew these words from
the literature on emotion research and music cognition
(Eibl-Eibesfeldt, 1972; Ekman, 1992, 1998; Izard, 1971;
Krumhansl, 1997; Krumhansl & Schenck, 1997; McAdams,
Vines, Vieillard, Smith, & Reynolds, 2004; Ortony & Turner,
1990; Russell, 1979).

2.4. Analysis

The data were analyzed with a repeated-measures AN-
OVA, a between-subjects factor ‘‘mode of presentation’’
(AO, VO, AV), and within-subjects factors ‘‘performer’’ (per-
former W, performer R), ‘‘manner’’ (restrained, standard,
exaggerated), and ‘‘emotion’’ (the 19 words mentioned
above).

We also entered all the data (3420 judgments from 19
words � 30 participants � 6 stimuli) into a factor analysis
to identify the primary orthogonal modes of variation in
the data. We then applied a repeated-measures ANOVA
to the factor scores from each primary mode of variation.
These ANOVAs had a between-subjects factor ‘‘mode of
presentation,’’ and within-subjects factors ‘‘performer’’
and ‘‘manner.’’

3. Results and discussion

3.1. ANOVA of all judgments

The repeated-measures ANOVA on all judgments
yielded main effects for the factors mode of presentation,
manner, and emotion.

Regarding the main effect for the between-subjects fac-
tor mode of presentation (F(2, 27) = 4.77, p = .02), a post
hoc comparison with a Holm–Bonferroni correction at
the .05 significance level revealed that, overall, the emo-
tion ratings were significantly lower for the VO group com-
pared to both the AO group and the AV group; the AO and
AV groups did not differ (p = .90, before correction for mul-
tiple comparisons). This result provided evidence that the
emotional intensity conveyed through sound was signifi-
cantly greater than that conveyed through the visual
modality in the musical performances. However, there
may have been situational variables that contributed to
this result. For example, familiarity with the presentation
condition was certainly different for the VO group com-
pared to the AO and AV groups. It is common to experience
(and to engage emotionally with) music in sound alone, or
in a combination of sound and video. It is not surprising,
therefore, that participants in the VO condition made emo-
tion ratings of a lower intensity, being that they were rel-
atively unfamiliar with experiencing music in that way,



B.W. Vines et al. / Cognition 118 (2011) 157–170 161
and aware that they were missing the audio component,
which under normal circumstances is the primary modal-
ity in music.

The main effect for the factor manner (F(2, 54) = 12.70,
p < .001) was driven by lower ratings overall in response
to the restrained performances. The restrained perfor-
mances elicited significantly lower emotion ratings
compared to both the standard performances and the
exaggerated performances, according to a post hoc com-
parison with a Holm–Bonferroni correction at the .05 sig-
nificance level; the responses to the standard and
exaggerated performances did not differ (p = .34, before
correcting for multiple comparisons). Overall, the restraint
of movement dampened the emotional intensity conveyed
to observers, particularly for the VO and AV modes of
presentations.

There was also a significant main effect for the emotion
factor (F(18, 486) = 48.16, p < .001). Fig. 1 shows the mean
and standard deviations for the overall ratings of each word.
The musical composition itself likely determined which
emotions would be rated most highly. A different piece that
was slow moving and melancholy in sound, for example,
might have led to high ratings for words like sadness. The
Stravinsky piece, however, was best characterized by words
like expressivity and movement. This may be due to the rela-
tively high note density in the piece, the wide frequency
range covered by the notes, and the wide dynamic range.

There was a significant interaction effect between the
factors manner and emotion (F(36, 972) = 3.91, p < .001),
and a significant three-way interaction for the factors
mode of presentation, manner, and emotion
(F(72, 972) = 1.82, p < .001). We did the following analyses
to understand these interaction effects.

The first analysis compared the emotion ratings for each
performance manner, within the three modes of presenta-
Fig. 1. Mean values and error bars showing the 95% confidence interval for ratin
positive words, and least by negative words.
tion. We used 2-tailed paired-samples t-tests and a Holm–
Bonferroni correction for multiple comparisons with a sig-
nificance level of .05. Data for both performers were com-
bined in each t-test. Fig. 2 shows the results of the analysis.
These tests revealed that differences between performance
manners only affected judgments in the VO and AV modes
of presentation.

We performed a second analysis to reveal the effect of
being able to see the performances. This analysis compared
the emotion ratings for the AO and AV modes of presenta-
tion, within the three performance manners. We used
2-tailed independent-samples t-tests, with a Holm–
Bonferroni correction for multiple comparisons with a
significance level of .05. Data for both performers were
combined in each t-test. Fig. 3 shows the results of this
analysis. A notable finding was that the AV ratings of
happiness for the exaggerated performance manner were
significantly higher than the AO ratings. This provided evi-
dence for an emergent intensity of positive emotion when
participants could see the performances in addition to
hearing them.

The interaction effect between mode of presentation
and emotion did not reach significance (p = .13).
3.2. Factor analysis

The meanings of the words in this study overlapped to
some extent. For example, the emotions anger and con-
tempt shared common characteristics. Judgments for emo-
tions with similar meanings were likely to be correlated.
We applied a factor analysis to identify the most promi-
nent orthogonal dimensions of emotion. The exploratory
factor analysis (as implemented in SPSS 11) comprised a
principal components analysis and varimax rotation.
gs of each word. The performances were most characterized by active and



Fig. 2. Results are shown separately for the three modes of presentation. Symbols indicate significant differences at the p < .05 level, as noted at the bottom
of the figure. The variations in performance manner did not effect judgments made by subjects in the AO mode of presentation. Error bars show the
standard error mean.
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Fig. 3. This figure shows the AO and AV judgments of each word, for each performance manner. Symbols indicate significant differences, as noted at the
bottom of the figure.
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The factor analysis reduced the number of dependent
variables from the full set of 19 words to a set of four
uncorrelated factors. This four-factor solution converged
in seven iterations. Fig. 4 shows the scree plot for the
eigenvalue results (an index of the amount of variance ac-
counted for by each factor). Fig. 5 depicts the evolution of
the factors through the steps of the principal components
analysis (Levitin, Schaaf, & Goldberg, 2005). The rotated
factor loadings appear in Table 1. The four-factor solution
accounted for 62% of the variance, which was an improve-
ment of 6% over the three-factor solution.

We labeled each of the four factors as shown in Table 2.
The name given to each factor was chosen by the authors
Fig. 4. Eigenvalues for the f

Fig. 5. A tree diagram depicting the hierarchical structure for the four extracte
divided for each additional component. ‘‘FUPC’’ is the first unrotated principal
offspring factors are shown next to the arrows that connect them. The initial sp
to capture the semantic category of the clustered words,
which appear to the right of the table. Researchers have
made a distinction between words with a strong valence
(e.g., disgust), and words with a weak valence (e.g., sad-
ness), hence our decision to include the fourth factor as a
separate grouping from the second factor (Green &
Salovey, 1999; Tellegen, Watson, & Clark, 1999).

These results provide evidence that music is like com-
plex social situations in which positive and negative emo-
tions may or may not co-occur. There were independent
dimensions for positive and negative valence, as well as a
distinction between passive and active arousal (as in
Cacioppo & Berntson, 1994; Cacioppo et al., 1997; Larsen
actor analysis results.

d principal components. Successive levels reveal how the words became
component. Correlation values comparing factor scores from parent and
lit into two factors separated the negative from the positive words.



Table 1
Rotated component matrix.

Component #

1 2 3 4

Expressivity .86 .05 .17 .09
Intensity .81 .19 .05 .21
Movement .81 .16 .11 .06
Quality .75 .03 .24 .13
Surprise .70 .17 .07 �.08
Interest .68 �.05 .42 �.05
Amusement .59 �.21 .33 �.09
Disgust �.10 .76 �.06 .22
Anxiety .19 .76 �.11 .16
Anger .13 .75 �.12 .17
Contempt �.03 .75 .23 �.14
Fear .18 .66 �.23 .25
Contentedness .28 �.08 .77 �.15
Pleasantness .43 �.11 .67 �.09
Relief .07 .08 .62 .24
Happiness .55 �.07 .61 �.12
Familiarity .13 �.15 .56 .25
Embarrassment �.05 .19 .05 .80
Sadness .15 .24 .07 .66
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et al., 2001; Tellegen et al., 1999; Watson & Tellegen,
1985).1 The results of the factor analysis fit with the evalu-
ative-space model, in which positive and negative emotions
change independently.

One issue that is important in interpreting these results
concerns the semantic distribution of the words. The orien-
tation of affective dimensions might be skewed if a partic-
ular area of affective space is over-represented. In the
rotated factor solution for the present set of independent
variables, there were more Active Positive words (Factor
#1) than Active Negative words (Factor #2), and more
Passive Positive words (Factor #3) than Passive Negative
words (Factor #4). Positive and negative valences were
not equally represented, which might have affected the re-
sults. In order to address this issue, we reran the factor
analysis in two ways: (1) using the two words with the
highest correlation for each factor from the original analy-
sis (expressivity, intensity, disgust, anxiety, contentedness,
pleasantness, embarrassment, and sadness) and (2) using
the two words with the lowest correlation for each factor
from the original analysis (interest, amusement, contempt,
fear, happiness, familiarity, embarrassment, sadness). For
both analyses, the positive and negative valence words
separated into separate orthogonal dimensions, in accor-
dance with the analysis for the full set of 19 words. It is
also notable that due to the relatively large number of vari-
ables (words) relative to the number of participant re-
sponses in this study, we must view the results of the
factor analysis as a preliminary finding.
1 To ensure that the orthogonal relationship between positive and
negative affect was not simply an artifact of the varimax rotation, we
calculated the unrotated solution scores. Even in the unrotated solution, the
terms with a negative valence separated from those with a positive valence
to form a separate and orthogonal dimension.
3.3. ANOVA of the factor scores

As part of the factor analysis, we recorded the factor
scores for each participant on each orthogonal dimension.
A factor score represents a participant’s standard score
on a particular dimension. We applied repeated-measures
ANOVAs to the participants’ factor scores, with a separate
analysis for each of the four orthogonal dimensions. These
ANOVAs included a between-subjects factor ‘‘mode of pre-
sentation’’ (AO, VO, AV), and within-subjects factors ‘‘per-
former’’ (performer W, performer R), and ‘‘manner’’
(restrained, standard, exaggerated).

3.4. Active positive dimension

Fig. 6 displays the mean active-positive factor scores
along with error bars for the standard error of the mean.
The repeated-measures ANOVA yielded significant main
and interaction effects. There was a main effect of mode
of presentation (F(2, 27) = 3.49; p < .05). A Tukey HSD post
hoc analysis revealed a significant difference between the
AO and VO modes of presentation overall.

There was also a significant main effect for performance
manner (F(2, 27) = 22.94, p < .001). Combined Helmert and
difference contrasts revealed that the mean for the re-
strained manner was significantly lower than both the
standard and exaggerated manners. The results for the
standard and exaggerated manners did not differ.

A significant interaction effect between performance
manner and mode of presentation emerged as well
(F(4, 27) = 4.78, p = .002). To determine the source of the
interaction, we ran two sets of post hoc analyses. The first
set of analyses considered whether the effect of presenta-
tion condition might have differed across performance
manners. We ran three ANOVA’s – one for each of the
three performance manners. The between-subjects factor
was ‘‘mode of presentation’’ (AO, VO, AV), and the with-
in-subjects factor was ‘‘performer’’ (performer W, per-
former R). Only for the restrained performance manner
was there a significant main effect of mode of presenta-
tion (F(2, 27) = 8.88, p < .005). Further post hoc analyses
with a Holm–Bonferroni correction with a significance le-
vel of .05 revealed that ratings for the VO condition were
significantly lower than those for both the AO and the AV
conditions for the restrained performance manner. There
were no differences across presentation conditions for
the standard and exaggerated manners, which provides
evidence that only watching the standard and exagger-
ated performances elicited an equivalent intensity of
active-positive emotion as did only hearing, or both
watching and hearing. Low ratings from the VO group
in response to the restrained performances caused the
main effect of mode of presentation, which we mentioned
above.

The second set of post hoc analyses considered whether
the effect of performance manner might have differed
across presentation conditions. We ran three post hoc AN-
OVA’s – one for each of the three presentation conditions.
The within-subjects factors were ‘‘performer’’ (performer
W, performer R), and ‘‘manner’’ (restrained, standard,
exaggerated). In the VO condition, there was a significant



Table 2

Factor # and name Variance accounted
for (%)

Emotion terms

I. Active positive 24 Expressivity (.86), intensity (.81), movement (.81), quality (.75), surprise (70), interest (.68),
amusement (.59)

II. Active negative 16 Disgust (.76), anxiety (.76), anger (.75), contempt (.75), fear (.66)
III. Passive positive 14 Contentedness (.77), pleasantness (.67), relief (.62), happiness (.61), familiarity (.56)
IV. Passive negative 8 Embarrassment (.80), sadness (.66)

Note: Parentheses contain the correlations between data for the original words and the corresponding scores on the extracted dimensions.

Fig. 6. Mean factor scores for the active positive dimension. Error bars represent one standard error of the mean.
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main effect of performance manner (F(2, 18) = 24.18,
p < .001); further post hoc analyses with a Holm–
Bonferroni correction and a significance level of .05
revealed that ratings for the restrained manner were
significantly lower than those for both the standard and
exaggerated manners. There were no significant main
effects in the AO condition, which provided evidence that
the differences in performance manner had no effect on
active-positive emotion for participants who only heard
the music. In the AV condition, there was a significant main
effect of performance manner (F(2, 18) = 10.54, p < .001).
Further post hoc analyses with a Holm–Bonferroni correc-
tion and a significance level of .05 revealed that ratings for
the exaggerated manner were significantly higher than
those for both the standard and restrained manners. Nota-
bly, only for participants who could both hear and see the
performances did the exaggerated performance manner
lead to a significant increase in active-positive emotion
compared to the standard performance manner. This find-
ing provides evidence for an emergent effect in the AV
condition. Vines and colleagues (2005, 2006) also reported
an emergent intensity of emotional response for the AV
mode of presentation.

3.5. Active negative dimension

There were no significant main or interaction effects for
the active-negative factor scores. It appears that variations
in performance manner, sensory modality of presentation,
and performer do not modulate the intensity of active-neg-
ative emotion. These data suggest that the musical piece it-
self, as composed and dictated in the score, largely or
entirely determines whether a performance will elicit ac-
tive-negative emotions. This conclusion is not entirely
intuitive, particularly with regard to the VO condition.
However, previous research has shown that musicians
effectively communicate their intended emotions through
their body movements (Dahl & Friberg, 2007). Given that
a musician’s intended emotion will tend to align with the
emotion of the musical piece, the composition will largely
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determine even the emotions that participants in the VO
condition experience.
3.6. Passive-positive dimension

The repeated-measures ANOVA of the passive-positive
scores revealed no main effects. However, there were sig-
nificant interaction effects between the factors performer
and manner (F(2, 54) = 4.52, p = .015), and among per-
former, manner, and mode of presentation (F(4, 54) =
2.57, p = .048). Fig. 7 shows the passive-positive scores,
with the data displayed separately for each performer.

To examine the interaction between the factors per-
former and manner, we ran two post hoc one-way re-
peated-measures ANOVA’s (one for each performer) to
compare the data for the three performance manners (re-
strained, standard, and exaggerated). For performer R,
there was no significant difference across performance
manners (F(2, 58) = .64, p = .53). However, there was a sig-
nificant effect of performance manner for performer W
(F(2, 58) = 5.77, p = .005). Pairwise comparisons with a
Holm–Bonferroni correction at the .05 significance level
revealed that the passive-positive data for the restrained
manner were significantly higher compared to both the
data for the standard and exaggerated manners. Notably,
performer W’s restrained performance elicited a greater
degree of passive-positive emotion compared to either
his standard or exaggerated performances. This pattern
was unique to performer W.

To examine the interaction for the factors performer,
manner, and mode of presentation, we ran three post hoc
one-way repeated-measures ANOVA’s (one for each mode
of presentation) on the data for performer W. These
Fig. 7. Visualizing the interaction between the factors performer and manne
performance manner. Error bars represent one standard error of the mean.
ANOVA’s compared the three performance manners
(restrained, standard, and exaggerated). For the AO condi-
tion, there was no significant difference across perfor-
mance manners (F(2, 18) = .90, p = .43). However, there
was a significant effect of performance manner in the VO
condition (F(2, 18) = 6.1, p < .01). Pairwise comparisons
with a Holm–Bonferroni correction at the .05 significance
level revealed that data for the restrained manner were
significantly higher than for the standard manner. The test
for the AV condition fell short of significance (F(2, 18) = 2.9,
p = .084), though the trend was similar to that for the VO
condition.

These results showed that the trend for performer W
was driven by ratings from participants who could see
the performances. This provided evidence that idiosyn-
cratic characteristics of the performers’ movements (or of
the individual performances) had differential effects on
passive-positive emotion. For performer W, his natural
movements in the standard and exaggerated conditions
actually dampened the experience of passive-positive
emotion for observers. We posit that in some circum-
stances, a musician may actually increase certain aspects
of positive emotional response in observers by consciously
inhibiting body movement.
3.7. Passive negative dimension

The repeated-measures ANOVA revealed neither signif-
icant main nor interaction effects. Therefore, as with the
active negative dimension, we conclude that variations in
mode of presentation, performer, and performance manner
do not have differential effects on passive-negative
emotions.
r. Factor scores for the passive-positive dimension are plotted against
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4. Conclusions

We found that whether a subject could see a perfor-
mance was the most important factor in determining
how musicians’ expressive intentions would affect the
emotions conveyed. The performers’ intended level of
expressivity did not affect the emotions conveyed by
sound alone. In contrast, participants who could see the
performances made ratings that distinguished between
the expressive levels for several of the words. This was
the case for the active positive dimension of the factor
analysis as well, as shown in Fig. 6.

This study provides evidence for an emergent intensity
of positive emotion when musical performance is both
seen and heard. For the emotion happiness, AV participants’
judgments were significantly higher than those for the AO
participants, in response to the exaggerated performance
manner. Therefore, being able to see in addition to hear
the performances led to a more intense experience of hap-
piness. The analysis of the factor scores revealed an emer-
gent effect as well. Only AV participants experienced an
increase in active-positive emotion for the exaggerated
manner compared to the standard manner of performance.
Taken together, these results suggest that seeing a musi-
cian perform may increase the potential for observers to
experience positive emotion.

Notably, the performers’ movements did not always
lead to an increase in positive emotion. For one of the
two clarinetists, restraining body movements actually led
to an increase in passive-positive emotion. It appears that
there is not a linear relationship between the amount of
body movement and the intensity of positive emotion that
a performance conveys. Instead, the effect of body move-
ment may depend upon idiosyncratic characteristics of
each performer, or of each performance.

We also found evidence that music has the potential to
generate multi-valent emotional states in which positive
and negative feelings co-occur, much like life experiences
with complex antecedents and consequences. A factor
analysis revealed that the musical performances induced
an experience involving orthogonal dimensions for posi-
tive and negative emotion. The evaluative-space theory
(Cacioppo & Berntson, 1994; Cacioppo et al., 1997) pro-
vided the best fit for these data. Whether this finding is
indicative of music in general, or is limited to the particular
genre studied here is a matter for future research.

Our findings support the theoretical perspective that
the visual component of musical performance makes a un-
ique contribution to the communication of emotion from
performer to audience. The results of this study are in
accordance with previous research showing that speakers’
facial expressions and gestures carry information that is
not available in aural speech alone (Goldin-Meadow,
2003; McNeill, 1992, 1999, 2005), and that musical emo-
tions are communicated by musicians’ movements in addi-
tion to the sound (Di Carlo & Guaitella, 2004). It is notable
that studies have found that visual information is particu-
larly valuable in speech perception when there is some
ambiguity in the sound, for example when the speech is
embedded in noise (Schwartz, Berthommier, & Savariaux,
2004). This may be the case in the context of musical per-
formance as well. Stravinsky’s Second Piece for Clarinet
Solo has an ambiguous tonal structure. The musicians’
movements may offer cues that help an observer to resolve
the ambiguity in sound by providing further information
about the emotional content of the piece. Based upon this
idea, we hypothesize that the more unfamiliar observers
are with the music, the more they will rely on visual cues
to determine the emotional content of the work. Along
these lines, Davidson and Correia (2002) noted that audi-
ence members who are not skilled at listening rely entirely
on visual cues to determine the emotional content of a mu-
sical piece.

We have found strong evidence that the visual compo-
nent of musical performance makes a unique contribution
to the communication of emotion from performer to audi-
ence. Seeing a musician can augment, complement, and
interact with the sound to modify the overall experience
of music. The emotions in music, and the performers’ in-
tended expressive qualities are conveyed in differing ways
(and to differing degrees) by sound, sight, and the combi-
nation of senses. This study shows that the communication
and perception of musical emotions depend upon interac-
tions between sensory modalities, as well as unique chan-
nels of visual and auditory information. The emotions that
a performance does convey appear to be structured like
complex life emotions.
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